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Abstract

An operating system’s memory management has multiple goals, e.g., reducing memory access

latencies, reducing memory footprint. These goals can conflict with each other when indepen-

dent subsystems optimize them in silos.

In this work, we report one such conflict that appears between memory de-duplication and

NUMA management. Linux’s memory de-duplication subsystem, namely KSM, is NUMA un-

aware. Consequently, while de-duplicating pages across NUMA nodes, it can place de-duplicated

pages in a manner that can lead to significant performance variations, unfairness, and subvert

process priority.

We introduce NUMA-aware KSM, a.k.a., nuKSM, that makes judicious decisions about the

placement of de-duplicated pages to reduce the impact of NUMA and unfairness in execution.

nuKSM also enables users to avoid priority subversion. Finally, independent of the NUMA effect,

we observed that KSM fails to scale well to large memory systems due to its centralized design.

We thus extended nuKSM to adopt a de-centralized design to scale to larger memory sizes.
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Chapter 1

Introduction

Memory management is one of the most critical pieces in an operating system’s design. It

has several responsibilities ranging from ensuring quick access to data by applications to en-

abling memory consolidation. For example, judicious placement of pages in multi-socket NUMA

(non-uniform memory access) servers could determine the access latencies experienced by an

application [1, 4, 13, 38]. Similarly, memory de-duplication can play a pivotal role in memory

consolidation and over-commitment [2, 9, 22, 39, 40].

Different responsibilities of memory management can conflict with each other [12, 23, 28].

This often happens when different subsystems of an OS are responsible for different memory

management goals, and each works in its silo [12]. In this work, we discover how Linux’s

de-duplication efforts can conflict with its NUMA management goals.

De-duplication plays an important role in memory consolidation and over-commitment,

particularly under virtualization [9, 22, 35]. It is not uncommon for different virtual machines

(VMs) to run the same or similar OSes, libraries, and applications [8]. Consequently, many

physical pages belonging to different VMs could contain the same content. When such instances

of VMs run on the same machine, it provides ample opportunities to consolidate the aggregate

memory usage through de-duplication of duplicate contents. Linux’s Kernel Same page Merging

(KSM [14]), VMware’s Transparent Page Sharing (TPS [39]) are real-world examples of memory

de-duplication subsystems.

Linux’s KSM periodically scans contents of pages mapped in different process’s 1 virtual

address spaces, including those mapped by virtual machine’s (here, KVM) guest physical address

space. KSM checks if the content matches with other pages that it had scanned in the past.

When two pages contain the same content, they are de-duplicated wherein one of them is

1We use VMs and processes interchangeably since VMs are KVM processes to Linux (hypervisor).
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retained and the other is freed. All mappings to the retained page are rendered Copy-on-Write

in all processes that share it to prevent one process from modifying another’s data.

To enable a greater opportunity for de-duplication, KSM allows de-duplicaiton of contents

across NUMA nodes. In NUMA servers, a portion of physical memory is local to a processor

(i.e., attached to the same socket) and thus, can be accessed quickly. The rest of the memory

is attached to processor(s) on a different socket(s), i.e., remote. A remote memory access could

be 1.5–2× slower than a local access [1, 13]. For example, on our test platform with Intel Xeon

Gold 6140 processors, we find the local access latency is 89 ns and remote access latency is

139 ns. Thus, for better performance, the majority of memory accesses should be local for a

process.

De-duplication of memory across NUMA nodes inevitably induces some remote memory

accesses in one or more VMs. When two pages on different NUMA nodes with identical contents

are de-duplicated, KSM retains one of them and frees the other. The virtual addresses that

were earlier mapped to the freed physical page would now be mapped onto the de-duplicated

copy residing on another NUMA node. Consequently, subsequent accesses to the address range

by the VM whose copy is freed would become remote.

Unfortunately, we find that KSM is unaware of the NUMA implications in modern multi-

socket servers. While remote accesses are not completely avoidable for pages de-duplicated

across nodes, NUMA-unawareness leads to unintended and uncontrolled performance variations

and unfairness in execution. We demonstrate that one VM could experience significantly more

remote accesses (e.g., more than 90%) than another, even when both execute instances of the

same application. Consequently, the performance (normalized runtime) of two identical virtual

machines can differ by as much as 46%.

Upon de-duplication of pages across nodes, a VM’s performance hinges on whether its page

with duplicate contents is retained or is freed. KSM scans virtual address spaces of one process

(VM) at a time to identify candidates for de-duplication (i.e., mergeable). However, when

it finds mergeable pages, the NUMA-ness is not considered in deciding which copy to retain.

The relative order in which KSM happens to scan virtual address spaces of the processes/VMs

determines which node will host the de-duplicated pages. The order of scan itself is dependent

on the relative process/VM creation order and, thus, arbitrary.

We also find that KSM is unaware of the priority of different processes. When coupled

with NUMA-unawareness, this leads to priority subversion whereby a higher priority process

slows down more compared to a lower priority one. Importantly, users have no control over

which processes or virtual machines should enjoy more local accesses to de-duplicated pages.

Consequently, there is no way for Linux users to control the performance implications of NUMA
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while using system-wide de-duplication for better memory consolidation and over-commitment.

To this end, we introduce nuKSM– NUMA-aware KSM. The foremost objective of nuKSM is

to make an informed choice on which of the pages with duplicate contents to retain and which

one to free. Specifically, it strives to reduce the total number of remote accesses by keeping a

de-duplicated page close to the VM that is accessing it more frequently. This is because the

overhead of NUMA is incurred only when a process performs remote access. nuKSM leverages

information that is already available about page accesses in the page reclamation subsystem of

Linux (e.g., active and inactive lists) for this purpose.

It may be possible, however, that both VMs frequently access the pages being de-duplicated.

In that case, nuKSM strives to spread the overhead of remote accesses equitably to the VMs.

Specifically, in such cases, nuKSM distributes de-duplicated pages across nodes in a round-robin

fashion. This significantly improves fairness and avoids performance variations. We find that

nuKSM reduces performance variations in certain workloads from 46% to a mere 4%.

Finally, to avoid priority subversion, nuKSM enables a user to request enforcement of pro-

cess priorities in NUMA overheads incurred due to de-duplication. Specifically, when enabled

(through a flag), nuKSM ensures that the location of de-duplicated pages reflects the relative

priorities of VMs whose pages are being de-duplicated. Therefore, a VM with high priority

would find most of its de-duplicated pages on its local NUMA node.

Beside NUMA unawareness, we found that KSM scales poorly with the size of the memory.

In hindsight, it is expected since KSM uses centralized data structures, like a single red-black

tree to track all de-duplicated pages and one more for all candidates pages that may merge in

the future. The time taken to access and update these structures increases with memory size,

which delays de-duplication. Therefore, the responsiveness (time taken to remove duplicate

pages) of KSM degrades on large memory systems.

For better responsiveness, nuKSM instead keeps two forests, instead of two trees. The

number of trees in the forests is determined by the size of the memory in the system. For

correct functioning, it is imperative for all identical pages to be assigned to the same tree for

tracking. Therefore, nuKSM decides the tree that would track a page based on that page’s

checksum. Since two pages with the same content are bound to have the same checksum,

nuKSM does not miss out on de-duplication opportunities.

In summary, we make the following contributions.

• We discover that NUMA-unawareness in Linux’s KSM leads to significant unfairness and

performance variability amongst concurrently running VMs. It could also lead to priority

subversion where a higher priority process runs slower due to remote accesses induced by de-

duplicated pages.
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• We designed and implemented nuKSM in Linux that makes a judicious decision on the place-

ment of the de-duplicated pages to reduce NUMA overhead and/or to ensure fairness and also

avoid priority subversion.

• We also observed that overheads of KSM scale poorly with increasing memory footprint. We

thus made nuKSM scale better by introducing a de-centralized approach to de-duplication.

A brief overview of memory deduplication and NUMA on the context of Linux/KVM is given

in Chapter 2. Chapter 3 details the NUMA inplications of deduplication. Chapter 4 discuss

the design of nuKSM. In Chapter 5, we evaluate nuKSM. Chapter 6 provides a brief overview

of literature in the area of memory de-duplication. Finally, we conclude in Chapter 7.
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Chapter 2

Background

In this section, we discuss memory de-duplication and NUMA in the context of Linux/KVM.

2.1 Memory de-duplication in Linux

It is not uncommon for memory pages to have duplicate contents, especially when multiple

virtual machines are hosted on a single server. Virtual machines may be running the same OSes

and a similar set of applications. The goal of de-duplication is to identify pages with identical

contents and de-duplicate them to reduce the overall memory footprint. De-duplication involves

mapping multiple virtual address ranges from the same or different VMs (processes) to one copy

of the page. While many OSes and hypervisors support de-duplication [14, 34, 39], we focus

our discussion around KSM in Linux/KVM. A process needs to register its virtual memory

areas with KSM using the madvise system call with the MADV MERGEABLE flag for it to be

considered by KSM for de-duplication [14]. KVM automatically registers the entire memory of

VMs to KSM for de-duplication.

Figure 2.1 shows an overview of the data structures used in KSM. The algorithm used to

detect pages with duplicate content is important but often a resource-consuming building block

of a memory de-duplication system. KSM maintains two red-black trees for detecting identical

contents, namely stable and unstable. The tree nodes are arranged based on the content of

the pages. All de-duplicated pages are placed in the stable tree, while all potential merging

candidates are placed in the unstable tree. A page whose content has not been updated between

the two most recent scans is considered a potential merging candidate. Frequently updated

pages are unlikely to be de-duplicated with others. Further, the cost of identifying and de-

duplicating a page is amortized only if it stays de-duplicated for a long duration. An update

to a de-duplicated page leads to costly de-merging. Thus, KSM avoids considering those pages
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P0 P1 Pn

mm_structmm
descriptors

virtual memory areas

physical pages

P0

P1 P2

P3 P4 P5 P6

P10

P11 P12
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unstable tree stable tree

mm_structmm_struct

VMAVMA

Figure 2.1: Key data structures involved in KSM. A mm struct represents a virtual address
space of a process. KSM chooses address spaces to scan from the list of registered mm structs.
A VMA represents a contiguous region in an address space. The unstable and stable trees are
exclusively used by KSM for identifying candidates for de-duplication. P0, P1, ... , P16 are the
mapped physical pages.

for de-duplication that are updated frequently. The stable tree is constructed once when KSM

is initialized. However, the unstable tree is reconstructed from scratch in each scan by KSM to

avoid unnecessary comparisons against recently updated pages. This is because pages in the

unstable tree are not write-protected, and their content may have been updated between the

scans.

KSM employs a kernel thread for 1○ finding opportunities for de-duplication and 2○ for per-

forming de-duplication. Processes, including VMs, that are registered with KSM are maintained

in a list (shown at the top of Figure 2.1). KSM’s kernel thread wakes up periodically and starts

scanning processes from this list one at a time. While scanning a process, KSM sequentially

runs through the physical pages mapped to its virtual memory areas (represented by struct

vm area struct) to identify candidates for de-duplication. The rate at which KSM scans pages

to identify duplicate content (a.k.a., scan rate) is parameterized in Linux using two knobs -

pages to scan and sleep millisecs. KSM would sleep for sleep millisecs milliseconds after scanning

pages to scan pages. To control its CPU and memory bandwidth utilization, the thread scans
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a fixed (configurable) number of pages every fixed time unit. We refer to it as the scan rate of

KSM. A scan of KSM is defined as a single traversal of all the virtual memory regions registered

with it.

For each page, KSM performs a search in the stable tree to find if it is identical to one of the

existing de-duplicated pages. On a match, the physical page being scanned is freed, and the

virtual page that was mapping to the freed physical page is now mapped to the de-duplicated

page found in the stable tree. The new mapping is rendered Copy-on-Write (COW), by un-

setting the write permission bit in the corresponding page table entry in the page table of the

scanned process, to prevent one process from modifying the content that is also mapped in

other processes.

If there is no match in the stable tree, a checksum is computed on the contents of the

page. It is then compared against the page’s checksum that was computed by KSM during

the last scan. KSM maintains reverse mapping to all the virtual addresses that maps to the

physical page. Checksum from the previous scan is stored in the reverse mapping structure for

the physical page frame. A mismatch between the two checksums signifies that the page has

been modified, and thus, the page will not be considered for de-duplication in the current scan.

Otherwise, pages of the unstable tree are searched for a match with the given page’s content

i.e., compared with the already identified candidates for de-duplication. If there is a match,

then de-duplication is performed as follows. The physical page frame in the unstable tree is

freed. The virtual address range mapping onto the free physical page is then mapped to the

page that is being scanned. As before, the mapping is rendered COW. The retained page is

then added to the stable tree. If there is no match, the scanned page is added to the unstable

tree. This page will then be compared with other candidate pages found during the current

scan.

2.2 Non-uniform memory access (NUMA)

Modern servers often sport 2-4 sockets, with one CPU in each socket [1, 4, 38]. Each socket has

local memory attached to it. Sockets themselves are connected via cache-coherent high-speed

interconnects over the motherboard. All CPUs and all memory across the sockets are logically

managed as a single system by the same OS image.

A CPU can access both local memory and memory attached to any other socket in the

system i.e., remote memory. However, latency to access remote memory is typically 1.5–2×
higher than accessing local memory [1, 13]. Consequently, it gives rise to non-uniform memory

access or NUMA.

A goal of OS’s memory management is to avoid or hide overheads of accessing remote
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memory. For simplicity, we will refer to the overhead of accessing remote memory as NUMA-

Tax. Linux enables tools like numactl and libnuma library that allows users/programmers to

explicitly allocate memory from specific NUMA nodes and move the physical location of pages

from one node to other in a NUMA system while the process is running via programming

control [17]. Linux also supports automatic page migration via AutoNUMA [11]. AutoNUMA

attempts to migrate pages across NUMA nodes at runtime to minimize NUMA-Tax. Importantly

it does so without user intervention and induces page faults in regular intervals to identify local

and remote accesses. By design, AutoNUMA migrates pages that are accessed frequently from

a remote CPU and avoids migrating any pages that are accessed from multiple CPUs. Following

the same principle, AutoNUMA does not attempt to migrate pages de-duplicated by KSM.

8



Chapter 3

NUMA implications of de-duplication

We discover that memory management’s goal of better memory consolidation through aggressive

de-duplication can conflict with its goal of keeping the NUMA-Tax low. This conflict leads to

performance variability, unfairness, and priority subversion in the system.

The conflict arises since these objectives are pursued in isolation which leads to unintended

implications on the overall system’s behavior. For example, Linux’s KSM enables high memory

consolidation through de-duplication of pages across NUMA nodes. However, doing so can

uncontrollably increase NUMA-Tax, if not careful. After a de-duplication, the accesses to the

de-duplicated page would become remote for all VMs, except for the ones running on the node

where it resides. We found that the NUMA-unawareness of Linux’s KSM leads to avoidable and

unequal distribution of NUMA-Tax across the VMs in Linux/KVM world.

It is possible to disable de-duplication across NUMA nodes, but that would hurt the goal of

memory consolidation, particularly in large servers with several sockets. In an ideal world, one

would thus allow de-duplication across nodes but expect memory management to contain the

ill-effects of NUMA-Tax on system’s behavior. In this work, we make progress toward this goal.

However, we first analyze and quantify the ill-effects of NUMA-Tax induced by de-duplication

in Linux/KVM.
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Figure 3.1: Effect of de-duplication on NUMA-Tax. Both VMs access local memory prior to
de-duplication (top). After de-duplication (bottom), all merged pages are placed on node-0.

3.1 Performance variability and unfairness

Observation: De-duplication across nodes unfairly penalizes some applications (VMs) due to

NUMA-unaware placement of de-duplicated pages.

We noticed that KSM usually places all de-duplicated pages on a single node. We root cause

this behavior to the fact that KSM chooses where to place a de-duplicated physical page based

on the order in which it scanned processes, oblivious of the underlying NUMA considerations.

As discussed in Section 2.1, when contents of a page being scanned is identical to that of an

existing candidate page in the unstable tree, KSM always chooses to retain the page being

scanned and frees the one in the unstable tree. When the page being scanned matches with a

page in the stable tree, the one from the tree is retained. In either case, which page to retain

and hence on which node is decided by the order in which KSM happens to scan address spaces,

disregarding potential NUMA implications. Further note that KSM scans the entire address

space of a process at a time. Consequently, when two VMs contain many pages with identical

content, then pages belonging to the VM that is scanned later are kept as de-duplicated pages

10



while those of the first VM are released. This leads to an uncontrolled and unfair imposition

of NUMA-Tax upon one (or more) of the VMs when they run on different nodes.

(a) Normalized execution time

(b) Local/remote memory access ratio

Figure 3.2: Execution time and local/remote memory access ratios of two identical instances
of applications executing on VMs on different NUMA nodes. Execution times are normalized
to that of Instance-0 without KSM.

We demonstrate this behavior with a simple example. Figure 3.1 shows a 2-socket system

running two VMs with many identical read-mostly pages. The VMs are affined to separate

NUMA nodes i.e., VM-0 runs on node-0 and VM-1 runs on node-1. Suppose KSM scans VM-1’s

address space first, followed by VM-0’s. In the first scan, KSM calculates the checksum of

their pages, and both KSM trees remain empty at the end of the scan. In the next scan by

KSM, pages of VM-1 are scanned, pages with similar content within VM-1’s memory address

space are merged and inserted into the stable tree. The pages which did not find a match for
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KSM OFF KSM ON
Instance-0 Instance-1 Instance-0 Instance-1

XSBench 3252.993 3389.81 3395.643 4060.191
BTree 1466 1494 1582 1867
MySQL 934.9033 955.5301 919.0461 1080.877
CG 1072.5 1111.73 1089.94 1410.22
RandomAccess 99 97 102 145

Table 3.1: Execution time (in s) of two identical instances of applications executing on VMs on
different NUMA nodes.

Instance Local Memory Accesses Remote Memory Accesses

XSBench
0 84733592881 1
1 84743151656 991

BTree
0 15853109912 0
1 16004296183 410

KSM
MySQL

0 28315885102 17
OFF 1 30485193982 892

CG
0 73121896749 0
1 74148913028 792

Random Access
0 770435510 25
1 653502382 3

XSBench
0 85667248808 2300401
1 43969443223 40036175337

BTree
0 16446058547 5581317
1 5186211551 11390879755

KSM
MySQL

0 555469893 28687
ON 1 180097090 997854519

CG
0 16933792847 2065423
1 6671688629 8803273665

Random Access
0 780137384 2826
1 2331276 612051174

Table 3.2: Local/Remote Memory Accesses of two identical instances of applications executing
on VMs on different NUMA nodes.
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de-duplication are added to the unstable tree. In the same scan, pages of VM-0 are also scanned

and searched for a match in the unstable tree. When some of these pages match with those

of VM-1 in the unstable tree, the pages of VM-0 (which are placed on node-0) are retained

as the de-duplicated pages. This way, all de-duplicated pages get consolidated on node-0.

Consequently, VM-1 experiences high and an unfair share of NUMA-Tax after de-duplication,

while VM-0 continues to find most accesses to be local.

Empirical analysis: We quantify the aforementioned ill-effects of KSM on NUMA-Tax over

a set of applications on a two-socket server (Section 5.1 details methodology). We set up two

virtual machines VM-0 and VM-1, each executing an instance of the same application simul-

taneously i.e., VM-0 executes Instance-0 while VM-1 executes Instance-1. We bind the VMs to

different NUMA nodes and instantiate VM-1 one minute after VM-0. Table 3.1 reports the exe-

cution time of each applications. Figure 3.2a reports the performance of each application. The

performance of each instance is normalized to the runtime of Instance-0 of the same application

with KSM off.

When KSM is disabled, the performance of both instances is similar, i.e., no unfairness.

Since instances run on different nodes, there is little CPU and memory interference. However,

when KSM is enabled, we observe a significant performance difference of 16%-46% between the

instances of the applications. For example, RandomAccess and CG in VM-1 slow down by 46%

and 31% compared to when KSM was disabled while their performance is largely unaffected in

VM-0. Importantly, Instance-1 slows down significantly in all cases.

Applications in VM-1 get unfairly slowed down because VM-1’s pages first get added to

the unstable tree, and then VM-0’s pages are retained on node-0 after de-duplication. Ta-

ble 3.2 shows the application’s memory (DRAM) accesses (i.e., after missing in the cache).

Figure 3.2b shows the breakdown of application’s memory accesses into local and remote mem-

ory. We observe that when KSM is enabled, Instance-1 suffers from a high percentage of remote

memory accesses while Instance-0 enjoys local accesses. The large performance gap observed

in Figure 3.2a is a direct consequence of these high latency remote accesses experienced by

Instance-1.
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(a) Throughput

(b) Pages de-duplicated

(c) % of remote memory access

Figure 3.3: Throughput, pages de-duplicated and percentage of remote memory accesses of two
identical instances of BTree running with different priorities with KSM.
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3.2 Priority subversion

Observation: De-duplication subverts user’s priority goals.

The fact that KSM retains a copy of a page based on the order in which it scans address

spaces makes it vulnerable to priority subversion as well. Priority subversion is the circumstance

where a higher priority process gets penalized by a low priority process due to priority-unaware

resource allocation [29].

Empirical analysis: To demonstrate an example of priority subversion due to KSM, we execute

two instances of an application BTree as in the previous subsection. In addition, we assign

different priorities to the VMs. VM-0 runs with lowest priority with its nice value set to 20,

and VM-1 runs with highest priority whose nice value is set to -20.

Figure 3.3a shows the effect of de-duplication by KSM on the throughput. We report

throughput as the number of random lookups in B+ tree in 45 seconds interval. While both

instances start with similar throughput, that of the high priority instance quickly drops by

more than 15% as memory gets de-duplicated. Consequently, it also takes longer to complete.

Evolution of de-duplicated pages with respect to time is being shown in Figure 3.3b. We can

also observe that, as pages de-duplicate, the percentage of remote memory accesses increases(as

shown in Figure 3.3c). The priority subversion is also a side-effect of KSM’s behavior where

scanning order determines which nodes get to keep the de-duplicated pages.

Priority subversion is an unintended consequence of memory de-duplication on NUMA plat-

forms. Unfortunately, there is no way in Linux today for users to ensure that the notion of

priority is honored. While disabling de-duplication across nodes is one option to avoid this

problem, it gives up a significant opportunity for memory consolidation.

3.3 Low responsiveness with large memory

Observation: KSM scales poorly with increasing memory size.

Unrelated to NUMA, we further noticed that KSM does not scale well to large memory

systems. This is primarily due to the centralized nature of KSM’s page comparison. It maintains

one set of trees for the entire memory. As memory size grows, so grows the height of the trees.

While scanning processes, KSM compares each page with stable tree nodes and then (if needed)

with unstable tree nodes to identify duplicate contents. The number of comparisons grows with

the height of the tree, which, in turn, grows with the memory size.

To demonstrate this, we created a micro-benchmark which generates 2X (X = 1024, 10240,

102400, 1024000) number of pages with pairwise duplicate contents. Thus, after merging, we

would have X number of nodes in the stable tree. After the merging is complete, we run a
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Figure 3.4: Average Number of comparisons with different number of nodes in the stable tree.

workload that will not have any of its page content similar to the pages being generated by

the previous micro-benchmark. Figure 3.4 reports the average number of comparisons in the

stable tree with different values of X. The number of comparisons in the stable/unstable tree

increases logarithmically with the number of nodes in them. This is primarily a side-effect of

the increasing size of the red-black trees that are used to maintain and identify de-duplicated

pages (which are part of the stable tree) and the potential merging candidates (that reside in

the unstable trees). As discussed in Section 2.1, while scanning virtual memory regions, pages

are compared first in the stable tree and then (if needed) in the unstable tree. Therefore, the

overall cost of scanning depends on the height of these trees, which increases logarithmically

with the number of pages.

As we will later show in Chapter 5, KSM fails to de-duplicate memory quickly enough and

runs into Out-of-Memory (OOM) errors when the memory size increases to hundreds of GiBs.

In other words, if KSM was more responsive, OOM could have been avoided.
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Chapter 4

Design and implementation

In this chapter, we discuss the design of nuKSM. Our design objectives include 1○ minimizing

performance variability and unfairness due to memory de-duplication across NUMA nodes, 2○
ability to distribute NUMA-Tax based on the priority of different processes and avoiding priority

subversion, and 3○, finally, improving the responsiveness of de-duplication in systems with large

memory. We will describe how nuKSM achieves each of these objectives. We implement nuKSM

in Linux kernel version 5.4.0 by extending KSM.

4.1 Addressing performance variability and unfairness

nuKSM first strives to avoid paying the NUMA-Tax by judiciously keeping a de-duplicated page

on a NUMA node that is expected to access the de-duplicated page often. This is driven by the

observation that an application pays the NUMA-Tax only when accessing a page on a remote

node. An application would observe little impact of NUMA-Tax on its performance if one of its

infrequently accessed pages is de-duplicated and kept on a remote node. If it is not immediately

discernible which of the accessing application/VM is likely to access a de-duplicated page more

often, nuKSM evenly distributes the NUMA-Tax among applications/VMs. This policy is key

to avoid unfairness in execution, and also avoid paying NUMA-Tax when possible.

We provide a simple example to illustrate this policy in working. Let us consider two virtual

machines VM-0 and VM-1, that are running on separate NUMA nodes and sharing five pages

P0, P1, P2, P3, and P4. Let us also assume that P0 is more frequently accessed by VM-0

and P1 is more frequently accessed by VM-1. Further, let us also assume that P2 and P3 are

accessed by both VMs with similar frequency, and P4 is mostly inactive. For this example,

nuKSM would place P0 close to VM-0, P1 close to VM-1. For an even distribution of NUMA-

Tax, nuKSM would place one of P2 & P3 close to one VM and the other close to the other VM.
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Since P4 is mostly inactive, its placement is not critical for performance, and nuKSM could

place it in either of the nodes. This way, two out of the four active pages will be local to each

VM, and NUMA-Tax is evenly distributed for the rest.

An implementation of the above policy would require measuring access frequency of pages

to be de-duplicated. Typically, this information is obtained from page table access bits, which

are set by the hardware on an access to corresponding pages. The OS can periodically clear

access bits in page tables and check them after a certain time period to find which pages are

being accessed frequently [23, 28, 42]. However, doing so would add extra overhead to KSM.

Further, prior works indicate that this technique is expensive on large memory systems due

to the high CPU overhead involved in traversing the page tables for clearing and reading the

access bits [23, 42].

In nuKSM, we instead leverage the information already available to the page reclamation

subsystem of Linux. The page reclamation algorithm is a variant of the well-known clock

algorithm [6], which maintains two bits per page, namely accessed and referenced. Based on

the value of these bits, pages are divided across two lists active and inactive. Pages that are

infrequently accessed are accumulated in the inactive list while the rest of the pages find their

place in the active list. Under memory pressure, pages from the inactive list are swapped out

to storage. Implementation of the page reclamation subsystem and its heuristics have been

heavily optimized over the years by the Linux community [33]. We thus piggyback upon the

hints about a page’s access frequency already available from the page reclamation subsystem

to realize nuKSM’s policy of which copy of pages with identical content to retain.

To state our approach succinctly, while de-duplicating two pages across nodes – say P0 from

node-0 and P1 from node-1 – we first check which of the pages are frequently accessed, i.e.,

part of the active list. If only one of them is active (say P0), we use it as the final de-duplicated

page and free the other page (P1). If both P0 and P1 are in active list, nuKSM uses round-robin

policy to determine which one to retain and which one to free. For example, if the first of two

active pages is placed on node-0 while de-duplicating, the next one would be placed on node-1,

and so on. This simple policy is enough to ensure that the set of frequently accessed pages is

evenly distributed across nodes. Finally, if both pages are inactive, they are also distributed

evenly across nodes using round-robin – this helps in balancing memory allocation to avoid

thrashing a particular node. However, there is typically no performance implication of the

placement of inactive pages.
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4.2 Priority based memory de-duplication

Fairness and performance predictability are not always the most important objective in some

execution environments. For such cases, nuKSM enables users to configure which process should

enjoy more (or less) remote memory accesses based on their priorities. If priority-based memory

de-duplication is enabled, nuKSM tries to distribute NUMA-Tax in the same ratio as the relative

priority of processes that share the de-duplicated pages – unlike in KSM, where the distribution

of NUMA-Tax is arbitrary.

Instead of introducing a new priority scheme, nuKSM inherits Linux’s process priority i.e.,

nice values. The nice value is an integer between -20 (highest priority) to 20 (lowest priority).

It indicates relative priorities of different processes that form the basis of CPU sharing in

implementing a scheduling policy. nuKSM repurposes the nice values while de-duplicating pages

under this policy. For simplicity, we add 21 to each nice value to convert them to non-zero

positive integers; we refer to these scaled values as snice.

When de-duplicating pages, we first calculate nuShare– a positive real number between

0 and 1 – that captures the preference of the current process whose page is being scanned,

relative to all processes with whom it would share the de-duplicated page. nuShare of a page

p is calculated using snice values as follows:

nuShare(p) = 1 − snice(current)∑
∀ task using p snice(task)

A high value of nuShare represents a stronger preference of making the de-duplicated page

local to the process that is currently being scanned. The nuShare is then compared against

a pseudo-random number generated in the range between 0 and 1. If the value of nuShare is

larger than the random number, then the page being scanned is retained as the de-duplicated

copy. This ensures that access to the de-duplicated page from the scanned process is not

penalized because of de-duplication. Otherwise, we use the other page (from either the stable

or the unstable tree) as the de-duplicated page and free the current page. This strategy helps

in ensuring that the distribution of de-duplicated pages across NUMA nodes converges to the

ratio of priority of different processes when many pages are de-duplicated.

4.3 Enhancing responsiveness

Independent of nuKSM’s primary goal of making de-duplication NUMA-aware, nuKSM also

attempts to scale de-duplication better to large memory systems. As observed earlier, KSM’s

19



Figure 4.1: Memory de-duplication workflow in nuKSM.

low responsiveness is rooted in having one set of trees for covering the entire memory.

In nuKSM, instead of using one stable and one unstable tree, we use two forests i.e., many

stable and many unstable trees, represented as an array of trees. The index of a page in that

array is a function of the checksum of that page’s content (i.e., index = page checksum(page)

% number of trees). Note that two pages with identical contents will have the same checksum

and, thus, index into the same stable and unstable tree. Hence, nuKSM does not miss any

de-duplication opportunity.

Using checksum-based indexing into the array of trees allows distributing pages across many

sets of trees. Consequently, it helps in limiting the height of each tree, which in turn reduces

the number of comparisons required while searching for a match in a tree. In other words,

this approach automatically reduces the number of unnecessary page comparisons because two

pages are never compared if they index into different trees.

Using a forest is a scalable design since the number of trees in the forest can be adjusted

based on the size of physical memory. For example, if memory size is doubled, doubling the

number of trees would ensure that the average height of a tree does not increase, and thus, the

number of comparisons remains similar. However, unnecessarily using a very large number of

trees can introduce overhead, especially because the unstable trees are flushed and reconstructed

from scratch in each scan. We empirically found that using one stable and one unstable trees

per 100 MiB memory provides a reasonable balance between the cost vs. benefits of using a

de-centralized forest-based approach.

4.4 Putting it all together

Finally, we depict the entire workflow of nuKSM with Figure 4.1. nuKSM starts by periodically

scanning address spaces from the list of processes that have registered with it. The VMs, i.e.,

KVM processes register their entire memory by default. The unstable trees are flush prior to
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starting a new scan. For each page being scanned, it is indexed into the forest of stable and

unstable trees, based on its checksum. The corresponding stable and unstable trees are then

searched for merging opportunities. When there is a match, the decision on which page to

retain and which one to free depends upon user settings. By default, nuKSM uses the principle

described in Section 4.1 that ensures equitable distribution of NUMA-Tax for fairness. However,

it can be changed to the one based on priority (Section 4.2), with a sysfs configuration knob.

The de-duplicated page is added to the stable forest. If the page does not match in either trees,

it is added to the unstable forest.

4.4.1 Scaling to many sockets

While we limited our discussion so far to only two sockets for the ease of exposition, nuKSM’s all

three design aspects seamlessly extend beyond two sockets. First note that the priority-based

memory de-duplication (Section 4.2) is agnostic to the number of sockets. Its calculation of

nuShare that dictates distribution of NUMA-Tax is unaffected by number of sockets. Similarly,

the number of trees for improving de-duplication’s responsiveness (Section 4.3) is determined

solely by the amount of physical memory.

That leaves us to discuss how nuKSM’s algorithm for fairness (Section 4.1) scales to many

sockets. Let us consider N processes, each in its own VM, are running on K sockets. Let

us also assume that each of those N processes has a page with the same content that nuKSM

would de-duplicate. Now, note that like KSM, nuKSM considers only two candidate pages for

de-duplication at a time. A candidate page may already be a de-duplicated copy itself. Let

us consider that at a given time nuKSM has already de-duplicated N -1 pages with duplicate

contents from K-1 nodes onto a single de-duplicated page, say Px. Now suppose that nuKSM

finds the candidate page for de-duplication, Py, having the same content as Px and is currently

placed on node K.

nuKSM should decide which one of these two copies to retain based on the same principle of

minimizing the expected NUMA-Tax. Specifically, nuKSM considers three conditions. 1○ Both

candidate pages are in active lists of their respective NUMA nodes, 2○ only one of the page is in

active list, and 3○ both the pages are in inactive lists. Under the first condition, i.e., when both

Px and Py are in active list, nuKSM tries to evenly distribute the de-duplicated pages across

NUMA nodes where the original pages resided before de-duplication. To achieve this, nuKSM

retains the page Py with probability p, where p = 1/K. nuKSM generates a pseudo-random

number between 0 and 1. If it is smaller than p, then the page Py is retained and Px is freed.

Otherwise, nuKSM does the opposite. Under the second condition, nuKSM keeps the page that

is in active list while freeing the other, as usual. If both pages are in inactive list then there is no
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expected performance implications of NUMA placement. Still, nuKSM uses the same technique

as used for the first condition, to evenly distribute the de-duplicated pages across NUMA nodes.
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Chapter 5

Evaluation

We evaluate nuKSM to answer the following questions: (1) how does nuKSM’s NUMA-aware

memory de-duplication perform with respect to fairness and performance variations? (2) how

nuKSM’s priority-based de-duplication helps users in controlling the distribution of NUMA-Tax?

and (3) how responsive is nuKSM in exploiting de-duplication opportunities in large memory

systems?

5.1 Methodology

We conduct all measurements on a dual-socket Intel Xeon Gold 6140 (Skylake) server with 18

cores and 192 GiB DDR4 physical memory per socket. The processor runs at a base frequency of

2.30 GHz with a 25MiB L3 cache. We disable the turbo boost and hyperthreading to minimize

performance variations. We use Linux v5.4.0 as the kernel running in an Ubuntu18.04 guest OS,

and the same as the host with KVM hypervisor. We use Linux v5.4.0-nuKSM as the modified

de-duplication system. Both KSM and nuKSM operate at the same rate, scanning 1K pages

before sleeping for 100 milliseconds. Each virtual machine is configured, using libvirt, with four

vCPUs and 30 GiB memory, unless specified otherwise. To execute a VM on a specific socket,

we bind its memory allocation to that socket, in addition to pinning its virtual CPUs to the

physical CPUs of that socket. In all experiments, VM-0 runs on node-0 and executes Instance-0

of the applications, while VM-1 runs on node-1 and executes Instance-1. Our evaluation focuses

on a mix of real-world databases and high-performance computing applications, and memory-

intensive micro-benchmarks that are sensitive to NUMA-Tax. Table 5.1 provides further details

of our evaluation platform and workloads.
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Hardware platform
Model 2-socket Intel Xeon Gold 6140
CPU cores 18 cores per socket @ 2.30GHz
Cache 25MiB shared L3 cache
Memory DDR4-2666, 192GiB per socket

Latency (in ns): 89 (local), 139 (remote)
Bandwidth (GiB ps): 110 (local), 51 (remote)

Benchmarks
XSBench [37] A mini-app representing a key computation kernel

of the Monte Carlo neutron transport algorithm
memory footprint: 11 GiB, thread count: 4

MySQL [10] A popular database service, benchmarked with
100 sysbench clients using in-memory tables
memory footprint: 20 GiB, thread count: 1

BTree [31] Random lookups in a B+ tree
memory footprint: 5.6 GiB, thread count: 1

RandomAccess Random lookups in a large array
memory footprint: 2.8 GiB, thread count: 1

CG [3] Implementation of congruent gradient algorithm
memory footprint: 3.5 GiB, thread count: 4

Table 5.1: Details of the evaluation platform and benchmarks.

5.2 Memory de-duplication for fairness

We first evaluate how nuKSM’s NUMA-awareness helps in moderating arbitrary performance

variability and ensures fairness among co-running VMs. We conduct an experiment similar to

the one discussed in Section 3.1 where two VMs running identical applications are placed on

different sockets (nodes). Figure 5.1 shows the result of our experiments.

KSM introduces high performance variability and thus, unfairness among applications run-

ning on different VMs (as discussed in Section 3.1), ranging from 15% performance difference

between two instances of MySQL to 46% for those of RandomAccess. In contrast, the difference

is almost negligible in nuKSM, on average, and maximum 4% for RandomAccess as shown in

Figure 5.1a.

Figure 5.1b shows the percentages of local and remote memory access for both instances of

each application, with KSM and nuKSM, respectively. As we discussed in Section 3.1, different

instances of an application witness different amounts of remote memory accesses under KSM.

However, with nuKSM, we observe that the variability of remote access percentages are quite less

across both the instances for every application. This confirms that nuKSM distributes NUMA-
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(a) Runtime normalized to that of Instance-0 when KSM is disabled

(b) Local/remote memory access ratio

Figure 5.1: Performance, fairness and local/remote memory accesses ratio of two identical
instances of different applications with KSM and nuKSM.

Tax fairly, unlike KSM, and helps avoid performance variability and unfairness in application

performance.

We quantify fairness (or lack thereof), using a well-known metric that is used to measure

performance in multi-programmed workloads [16]. For two instances of an applications I0 and

I1, fairness is calculated as follows:

fairness(I0 , I1 ) =
min(slowdown(I0 ), slowdown(I1 )

max(slowdown(I0 ), slowdown(I1 )
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For N instances of an application I0, I1, ... , IN, fairness is calculated as follows:

fairness(I0 , I1 , ..., IN ) =
min(slowdown(I0 ), slowdown(I1 ), ..., slowdown(IN ))

max(slowdown(I0 ), slowdown(I1 ), ..., slowdown(IN ))

The slowdown is measured with respect to the baseline system. In our case, the baseline

represents the case where de-deduplication (KSM) is disabled. Note that the value of fairness

lies between 0 and 1. A higher value of fairness is desirable as it signifies low-performance

variation.

Benchmark
fairness Normalized combined

runtime of nuKSM
memory saved (GiB)

KSM nuKSM KSM nuKSM
XSBench 0.84 0.98 0.99 10.76 10.79
BTree 0.85 0.98 0.99 5.18 5.29
MySQL 0.85 0.99 1.00 15.90 15.97
CG 0.77 0.99 0.99 2.40 2.39
Random-
Access 0.70 0.94 0.99 3.14 3.16

Table 5.2: Amount of de-duplicated memory and fairness with KSM and nuKSM. Rightmost
column shows the combined performance of nuKSM, normalized to KSM.

Table 5.2 shows fairness in KSM and nuKSM. nuKSM is close to an ideal system as the value

of fairness is very close to 1 in all cases. Specifically, nuKSM improves fairness from 0.84 to 0.98

for XSBench, 0.85 to 0.98 for BTree, 0.85 to 0.99 for MySQL, and from 0.77 to 0.99 for CG.

Note that nuKSM improves fairness at the cost of some performance loss of Instance-0 since

it distributes a portion of NUMA-Tax to it, instead of only burdening Instance-1. However, the

performance of Instance-1 improves significantly. A keen reader may wonder if relative degra-

dation in the performance of Instance-0 outweighs the gain of Instance-1. We therefore also

show the normalized combined runtime of nuKSM for each application. The combined runtime

is calculated by adding the total execution time of both instances of an application. For nor-

malization, the combined runtime in nuKSM is then divided by that of the same application

in KSM. Normalization helps discard instance-specific runtime differences and provides a mea-

sure of overall system throughput. Table 5.2 shows that the normalized combined performance

of nuKSM is similar to that of KSM. It confirms that there is no overall performance loss in

nuKSM. In summary, nuKSM improves fairness significantly while achieving the same overall

performance as KSM.

Finally, one may also wonder whether nuKSM was effective in saving memory – the primary

objective of de-duplication. In the last set of sub-columns of Table 5.2, we report memory saved
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by KSM and nuKSM. Clearly, nuKSM is at least as effective as KSM in saving memory, while

also ensuring fairness.

Figure 5.2: Performance of three identical instances of different applications with KSM off, KSM
and nuKSM. Execution time is normalized to the runtime of Instance with minimum runtime
with KSM OFF.

5.2.1 Extending beyond two VMs/processes

We also evaluate how nuKSM scales beyond two VMs/processes. We conducted experiments

with three VMs across two nodes of our server, with VM-0 and VM-2 executing on node-0,

and VM-1 executing on node-1. VM-0 executes Instance-0, VM-1 executes Instance-1 and VM-

2 executes Instance-2 of the applications. Figure 5.2 shows that NUMA leads to significant

performance variability and unfairness under KSM and a very little under nuKSM. We can see

that, almost for each application we could see performance degradation in Instance-1, which

runs on node-1. Instance-0 and Instance-2 performs quite equally. We could find a particular

outlier in BTree. We observed that under KSM, the three BTree instances performed roughly

equal with very little performance variations, while for nuKSM, Instance-1 performed better

than Instance-0 and Instance-2. We thought this could be due to congestion on node-0 as both

the VMs (VM-0 and VM-2) are being run on node-0. So we also conducted an experiment with

four VMs for BTree across two nodes of our server. VM-0 and VM-2 runs on node-0 and VM-1

and VM-3 runs on node-1. VM-0 executes Instance-0, VM-1 executes Instance-1, VM-2 executes

Instance-2 and VM-3 executes Instance-3 of the application. Figure 5.3 shows the performance
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of four identical instances of BTree with KSM and nuKSM. We can see that there is significant

performance variation under KSM but very little under nuKSM. In summary, we demonstrate

that nuKSM is able to eliminate performance overheads due to NUMA even when more than

two VMs are involved.

Figure 5.3: Performance of four identical instances of BTree with KSM off, KSM and nuKSM.
Execution time is normalized to the runtime of Instance with minimum runtime with KSM OFF.

5.3 Priority based memory de-duplication

In Section 3.2, we demonstrated how KSM in Linux/KVM subverts priority goals with users

having no control over how NUMA-Tax is distributed. Here, we show how nuKSM enables users

to adjust the distribution of NUMA-Tax at a fine grain.

We create five different configurations based on the priorities of two VMs, as shown in

Table 5.3. The table also shows the fraction of de-duplicated pages that are local to each VM

after nuKSM has de-duplicated all identical pages. Each configuration is represented as C-P0:P1

where P0 denotes the relative priority of VM-0 against the priority of VM-1 (i.e., P1). nuKSM

places de-duplicated pages in the same ratio as the relative priority of the VMs. For example,

in configuration C-10:1, out of every 11 de-duplicated pages, 10 pages are placed on node-0

while one page is placed on node-1.

Figure 5.4 shows our experiments for three applications BTree, XSBench and MySQL for all

five priority combinations in nuKSM. All configurations lead to similar performance in KSM

since it is oblivious of process priorities. Hence, KSM is shown once for this experiment.
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The relative priority of VM-0 decreases from left to right in each sub-figure of Figure 5.4.

Consequently, the fraction of de-duplicated pages that is local to Instance-0 also decreases from

left to right i.e., from 91% in C-10:1 to 50% in C-1:1, and further to only 9% in C-1:10. At the

same time, the fraction of de-duplicated pages that is local to Instance-1 increases from left to

right. As expected, the runtime of applications decreases when they receive more local memory.

For example, the runtime of Instance-0 of BTree, XSBench and MySQL is 14%, 13% and 12%

lower than that of Instance-1 in configuration C-10:1 but higher by a similar margin when their

relative priorities are inverted in configuration C-1:10.

config.
VM-0 VM-1 % de-duplicated pages

nice snice nice snice VM-0 VM-1
C-10:1 -20 1 -11 10 91% 9%
C-5:1 -20 1 -16 5 83% 17%
C-1:1 -20 1 -20 1 50% 50%
C-1:5 -16 5 -20 1 17% 83%
C-1:10 -11 10 -20 1 9% 91%

Table 5.3: Different priority configurations based on the nice values of VMs and the expected
fraction of de-duplicated pages local to each VM in the corresponding configuration.

Overall, Figure 5.4 shows that nuKSM can distribute NUMA-Tax accurately and at a fine

grain based on relative priorities assigned by the user. Note that both instances perform roughly

similar in C-1:1. This configuration represents a special case of priority-based de-duplication

wherein both VMs run with the same priority, and hence nuKSM ensures fairness.
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(a) BTree

(b) XSBench

(c) MySQL

Figure 5.4: Execution time of two instances of different applications executing on separate
NUMA nodes with different priorities in KSM and nuKSM. Execution time is normalized to the
runtime of Instance-0 with KSM. Performance in KSM is unaffected by priority and hence it is
shown once.

30



5.4 Responsiveness with large memory

We now demonstrate the effect of nuKSM’s de-centralized design of memory de-duplication.

We conduct the same experimental studies as described in Section 4.3. We now experiment

with varying the number of trees in the stable/unstable forests in nuKSM to show the effect

of a varying number of trees in the number of comparison in the stable tree and consequently

the scan time of nuKSM. Figure 5.5a shows the number of comparisons in stable tree per page

with varying number of trees. Figure 5.5b shows the scan time of KSM for a round with

varying number of trees. We can see that number of comparisons and scan time reduces with

an increasing number of trees in the forest.

(a) Number of comparisons in stable tree
per page

(b) nuKSM scan time

Figure 5.5: Number of comparisons and ksm scan time with varying number of trees in sta-
ble/unstable forest in nuKSM

We now demonstrate the effect of nuKSM’s de-centralized design in improving the respon-

siveness of memory de-duplication when hundreds of GBs of memory is in use.

We run two 40 GiB instances of XSBench, and a background job that allocates 2 GiB physical

memory every 15 seconds. The background job allocates total 100 GiB memory and registers

itself for de-duplication. The background job simulates the effect of progressively increasing

memory pressure. All the workloads run on node-0 to avoid NUMA effects. The node has about

180 GiB memory available. The combined memory footprint of all three processes is slightly

higher than the memory available. Hence, the system will run out of memory if de-duplication

does not free memory fast enough,i.e., if not responsive enough. To adjust to larger memory

size, we also configure the scan rate to 10K pages every 100 milliseconds in both KSM and

nuKSM.

Figure 5.6 shows the results of the above experiment with KSM and nuKSM. Figure 5.6a

shows that KSM throws an Out-of-Memory (OOM) error at about 900 seconds. This hap-
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Figure 5.6: Amount of free and de-duplicated memory, and average CPU utilization with KSM
and nuKSM. KSM runs out of memory at about 900 seconds due to increasing memory pressure.
nuKSM runs to completion due to faster de-duplication.
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pens when the background job makes an allocation request but free memory is not available.

Figure 5.6b shows the amount of memory de-duplicated over time which confirms that KSM

was not able to de-duplicate enough memory before OOM occurred. Recall from Table 5.2

that KSM de-duplicated about 11 GiB memory for XSBench in our experiments in Section 5.2.

However, in that case, only 20 GiB memory was in use, while a total of 180 GiB memory is

in use here. Since KSM’s larger trees due to larger memory size increases time to find pages

with identical contents, the rate of de-duplication is low here. Thus, the amount of memory

de-duplicated by KSM is hardly noticeable before the OOM in Figure 5.6b. Repeated runs of

the same experiment show that if the kernel kills the background job due to OOM, instead of

XSbench, then memory from XSBench’s two instances starts being de-duplicated from around

1000 seconds. But that is too late to prevent OOM.

For the same experiment, nuKSM with 1800 trees is able to run XSBench instances and the

background workload to completion, due to faster de-duplication. Figure 5.6b confirms that

nuKSM was able to de-deuplicate more than 6 GiB memory within 900 seconds and about

40 GiB overall. Better responsiveness of nuKSM, therefore, prevented the OOM. Figure 5.6c

shows the average CPU utilization of the de-deduplication thread. It also shows that nuKSM

de-duplicates memory more efficiently than KSM since it is able to de-duplicate memory faster

with slightly lower CPU utilization than KSM.

5.5 Comparison with UKSM

We are unaware of any published work on the effect of NUMA on de-duplication. However,

to quantitatively compare against related work, we experimented with UKSM[40]. That work

prioritizes memory regions for faster de-duplication based on the observation that spatially

co-located regions exhibit similar de-duplication behavior. Unfortunately, though, UKSM fails

to properly deduplicate pages across virtual machines (KVM). Specifically, it continuously de-

merges (duplicates) pages immediately after de-duplication, even on read accesses, and thus,

provides no memory savings. We reported this issue to the authors but could not be fixed so

far. This forced our experiments to be limited to the bare metal system only. On bare-metal

system however, applications need to be modified to use madvise system call for registering

memory for de-duplication with KSM ( Section 2.1 ).

We conducted an experiment similar to the one discussed in Section 3.1 where two identical

applications were placed on different sockets (nodes). We ran two identical instances of Ran-

domAccess workload on a bare-metal system, each on a different NUMA node. We did not run

all workloads since each needs to be modified to register their memory for de-duplication and

is unnecessary for this experiment’s primary purpose.
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Figure 5.7: Execution time of two instances of RandomAccess executing on separate NUMA
nodes with KSM (turned off and turned on), nuKSM and UKSM. Execution time is normalized
to the runtime of Instance-0 with KSM OFF.

Figure 5.7 shows the result of the experiments. Like KSM, UKSM also introduces large

performance variability among applications running on different NUMA nodes. Similar to KSM,

we observed a performance difference of 50% in UKSM. In contrast, the difference is negligible

in nuKSM. In short, we quantitatively demonstrate that state-of-art academic proposals on

de-duplication suffer from the same NUMA-unawareness as Linux’s KSM.
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Chapter 6

Related work

Techniques to achieve high memory consolidation have been extensively studied in the litera-

ture [7, 8, 9, 18, 22, 25, 26, 27, 32, 35, 39, 40]. We discuss some important related works below,

and discuss how nuKSM is different from these systems.

6.1 Content-based memory de-duplication

The seminal work in VMware ESX server pioneered content-based memory de-duplication for

virtualized environments [39]. In [39], randomly selected pages are first hashed to check for

similarity, and if their hashes are identical, full-page comparison is used to ensure that they

can be safely de-duplicated using a copy-on-write mapping. Many memory de-duplication

techniques draw inspiration from this work. Active memory de-duplication in IBM Power

systems uses a similar approach to improve memory consolidation [34]. Xen hypervisor also

adopted a similar approach [8], but the authors used a more efficient hashing scheme. Only two

64-byte blocks at fixed locations from the pages are hashed for similarity checks. In contrast,

KSM in the Linux kernel uses full-page comparisons to perform similarity check, instead of two-

step hashing and full-page comparison. In our work, we use the same approach for similarity

checking as used in Linux but avoid unnecessary page comparisons using a collection of trees.

More importantly, nuKSM is the first to bring attention to NUMA implications of de-duplication.

6.2 Optimizations to reduce de-duplication overheads

Over the years, several researchers have proposed various optimizations to achieve higher mem-

ory savings at less overheads. Difference Engine [22] employs a combination of sub-page level

sharing and in-core memory compression to achieve high memory consolidation. Sub-page level

sharing eliminates redundant content at a finer granularity than a page. Singleton [35] extends
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KSM to eliminate redundancy due to multiple disk caches in a virtual environment. Cata-

lyst uses a hashing based page comparison but offloads hash computation to a GPU for fast

de-duplication [19].

6.3 Classification based memory de-duplication

CMD [8] is a classification based de-duplication approach in which pages are classified based on

access characteristics. It divides a page into eight sub-pages, each with a dirty bit to indicate

whether it is modified between two scans. CMD uses different stable and unstable trees for

each class to avoid unnecessary page comparisons. However, CMD requires dedicated hardware

support to monitor system I/O hints which introduces deployment complexities. Similarly,

SmartKSM [7] classifies pages into five groups based on the type i.e., free, kernel, anonymous,

page cache, and inodes. nuKSM’s approach of using many trees resembles that of CMD and

SmartKSM but one where classification is based on the content of a page, and not the type

or page access characteristics. Note that the height of the trees in CMD and SmartKSM still

remains unbounded as there are only a handful of page classes. In contrast, nuKSM bounds the

height by adjusting the number of trees based on the size of memory.

6.4 Fine-grained tuning of KSM parameters

Adaptive approaches for fine-grained balancing between memory sharing and de-duplication

overhead have also been proposed. For example, ksmtuned [15] adjusts the scan rate of KSM

based on the state of memory at runtime. When free memory falls below a certain (configurable)

threshold, ksmtuned increases the scan rate to reduce memory pressure. The scan rate is reduced

when free memory reaches above the specified threshold to save CPU cycles. This approach

is orthogonal to nuKSM and can work alongside it. UKSM [40] prioritizes different memory

regions to accelerate de-duplication, based on the observation that spatially co-located regions

exhibit similar de-duplication patterns.

6.5 Hinting the memory de-duplication subsystem

KSM++ [25] and XLH [26] utilize I/O hints from the host virtual file system layer (VFS) for

early detection of merging opportunities whenever VMs access their backing store to load similar

libraries, configuration files, or data from their virtual disk images. In this approach, potential

de-duplication candidates identified via I/O hints are prioritized for scanning to improve the

de-duplication system’s responsiveness.

The use of paravirtualization has been explored in different works to bridge the semantic gap

between the guest OS and hypervisor. Satori [27] is a paravirtualization based approach that de-
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duplicates guest’s file-backed pages with sharing-aware virtual block devices in Xen. A similar

approach [5] was used to selectively merge anonymous (e.g., stack and heap) memory pages or

free pages of different virtual machines. While being useful, the use of paravirtualization makes

it harder to adopt widely.

6.6 Conflicts in memory subsystem

Besides de-duplication, other conflicts in the memory subsystem have also been discovered [12,

20, 21, 23, 28, 30]. For example, large pages improve performance by reducing the number of

TLB misses. However, use of large pages could preclude memory consolidation due to reduced

de-duplication opportunities [21, 23, 30] and internal fragmentation [23, 28]. While large

page improve address translation performance in general, they can increase NUMA-Tax due to

coarse-grained data placement [12, 20]. In contrast, we highlight the conflict between the goals

of memory consolidation and NUMA locality optimizations on multi-socket servers.

6.7 Security implications of de-duplication

Since de-duplicated pages are marked Copy-on-Write, write to a de-duplicated page causes page

fault. Consequently, write to a de-duplicated page is significantly slower than to a page that

is not de-duplicated. Previous works have shown that this differential in access latency can

potentially be exploited to leak information among co-locating VMs [24, 36, 41]. These attacks

are used to leak information such as version of software running on a co-located VM [24] or

for deciphering existence of a specific application in a co-located VM [36]. However, no known

attack leaking data using the aforementioned channel exists.

Several countermeasures for such a channel has been proposed too. Jens et. al.[24] proposed

a technique to deceive attackers by placing the binaries of specific versions of the applications

that are not running on the VMs. Suzaki et al.[36] discussed that making the victim OS use

obfuscation code to change runtime memory image can prevent the attack. In our work, we do

not focus on the security aspects of KSM and instead assume that previously proposed defenses

can be employed if side channel is a concern.

6.8 Our work

Different from these systems, our main contribution is identification of NUMA implications of

memory de-duplication on multi-socket servers and proposing ways to mitigate its ill-effects..

Therefore, nuKSM is orthogonal to these prior works. Many of these existing solutions can

be integrated with nuKSM to further improve its performance. For example, specialized ac-

celerators can be used for faster checksum computation, and the scan rate of nuKSM can be
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adjusted at runtime. Sub-page sharing, compression, and I/O hints based de-duplication are

all compatible with our design of nuKSM.
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Chapter 7

Conclusion

We demonstrate that memory de-duplication can have unintended consequence to NUMA

overheads experienced by applications running on multi-socket servers. Linux’s memory de-

duplication subsystem, namely KSM, is NUMA unaware. Consequently, while de-duplicating

pages across NUMA nodes, it can place de-duplicated pages in a manner that can lead to

significant performance variations, unfairness and subvert process priority.

We introduce NUMA-aware KSM, a.k.a., nuKSM, that makes judicious decisions about the

placement of de-duplicated pages to reduce impact of NUMA and unfairness in execution.

nuKSM also enables user to specify if it should strive to avoid placing NUMA-Tax based on

the priority of processes, instead of trying to be fair to all applications/VMs. In short, it

enables user a control over how NUMA-Tax due to KSM should be distributed. Finally, inde-

pendent of the NUMA effect, we observed KSM fails to scale well to large memory systems due

to its centralized design. We thus extended nuKSM to adopt a de-centralized design to scale to

larger memory.
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